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Abstract. 3D visual grounding is the task of localizing the object in a
3D scene which is referred by a description in natural language. With
a wide range of applications ranging from autonomous indoor robotics
to AR/VR, the task has recently risen in popularity. A common formu-
lation to tackle 3D visual grounding is grounding-by-detection, where
localization is done via bounding boxes. However, for real-life applica-
tions that require physical interactions, a bounding box insufficiently
describes the geometry of an object. We therefore tackle the problem of
dense 3D visual grounding, i.e. referral-based 3D instance segmentation.
We propose a dense 3D grounding network ConcreteNet, featuring four
novel stand-alone modules that aim to improve grounding performance
for challenging repetitive instances, i.e. instances with distractors of the
same semantic class. First, we introduce a bottom-up attentive fusion
module that aims to disambiguate inter-instance relational cues, next,
we construct a contrastive training scheme to induce separation in the
latent space, we then resolve view-dependent utterances via a learned
global camera token, and finally we employ multi-view ensembling to
improve referred mask quality. ConcreteNet ranks 1st on the challenging
ScanRefer online benchmark and has won the ICCV 3rd Workshop on
Language for 3D Scenes “3D Object Localization” challenge. Our code is
available at ouenal.github.io/concretenet/.
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1 Introduction
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Fig. 1: ConcreteNet localizes referred ob-
jects via dense masks rather than boxes.

As the field of natural language pro-
cessing (NLP) continues to mature and
develop, the quest to mimic language-
driven human-to-human interactions
in how AI interacts with humans is be-
ginning. In the case where AI agents
are embodied and need to interact with
humans inside a real 3D environment
with rich visual information, ground-
ing language to this environment be-
comes of utmost importance for under-
standing human utterances, which is,
in turn, the sine qua non for the successful operation of such agents.

ar
X

iv
:2

30
9.

04
56

1v
3 

 [
cs

.C
V

] 
 1

6 
Ju

l 2
02

4

https://orcid.org/0000-0002-1121-3883
ouenal.github.io/concretenet/


2 O. Unal et al.

3D visual grounding is the task of localizing an object within 3D space based
on a natural language prompt, i.e., referral-based 3D object localization. Com-
pared to its 2D counterpart which has been widely studied [18,23,25], designing
robust models exploiting language - 3D point cloud multi-modality remains a
highly complex and challenging task. Attention to 3D visual grounding has re-
cently risen thanks to the introduction of the cornerstone datasets ScanRefer [3],
Nr3D and Sr3D [1]. These datasets are based on the 3D ScanNet [8] dataset and
additionally contain either free-form [3] or contrastive [1] lingual descriptions,
each of which refers to a single 3D object in the scene which must be recognized.
This subtle difference in the construction of descriptions between ScanRefer on
the one side and Nr3D and Sr3D on the other induces two respective variants
of 3D visual grounding. The former variant consists of the 3D localization of
the referred object directly from the point cloud [3], while the latter additionally
provides as input the ground-truth 3D bounding boxes of all objects in the scene
which belong to the class of the referred object [1]. We refer to the former vari-
ant as referral-based 3D object localization and to the latter as referral-based
3D object identification. Referral-based 3D object localization is arguably more
challenging, as it requires (i) detecting multiple candidate objects from several
classes, including classes besides that of the referred object, and (ii) discriminat-
ing between the referred object and all other candidate objects. As our goal is to
achieve an end-to-end solution to verbo-visual fusion, we focus on this variant.

State-of-the-art methods [3, 5, 41] focus on grounding descriptions to 3D
bounding boxes of referred objects. While such detection-level grounding has
vast potential for real-world applications, ranging from autonomous robots to
AR/VR, the level of geometric detail which is provided by 3D bounding box de-
tections remains limited. As an example, autonomous robots may have to grasp
or avoid objects. Therefore, delivering a detailed, pointwise mask is more ben-
eficial for downstream tasks than just having the axis-aligned bounding boxes.
We illustrate this in Fig. 1.

Considering the above-mentioned goals, this paper tackles the underexplored
problem of dense 3D visual grounding [14, 38]. We propose a novel dense 3D
visual grounding network (ConcreteNet), where we adopt the commonly used
grounding-by-selection strategy. In grounding-by-selection, a visual backbone
first produces 3D instance candidates with a point cloud as input. After that,
a verbo-visual fusion module selects the correct candidate based on the natural
language description. With this framework, we observe that 3D instance seg-
mentation yields more robust and tighter predictions compared to 3D object
detection, but suffers from reduced separability in the latent space between in-
stances of the same semantic class. This results in a significant increase in false
positive rates for the higher level 3D visual grounding task, most notably ob-
served for repetitive instances, i.e. instances that are not semantically unique in a
scene. To combat this effect, we propose four novel ways to improve verbo-visual
fusion for dense 3D visual grounding.

First, we observe that in cases where referrals may be construed as valid for
multiple instances, locality rules. In other words, due to our limited attention
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spans, we humans mainly consider nearby objects when referring to an instance.
To disambiguate inter-instance relational cues, we propose a bottom-up attentive
fusion module (BAF) that induces this locality during verbo-visual fusion via
spherical masking with an increasing radius, allowing only neighboring objects
to attend to each other.

Second, we form a general solution to the instance separability issue within
the latent verbo-visual space by constructing a contrastive training scheme to
alleviate ambiguities between embeddings of repetitive instances. Specifically,
we pull sentence embeddings and matching instance vectors towards each other,
while contrasting non-matching pairs.

Next, we tackle the issue of view-dependent referrals. Unlike in 2D, 3D scenes
do not inherently possess a directional right or left side, or a room does not have a
clear back or front. However, often our perception is unequivocally guided by our
personal perspectives, and thus such view-dependent descriptions are unavoid-
able in any real-world situation. While we can empathize with the speaker and
rationalize the possible viewpoint associated with an utterance, this trait does
not come naturally to machines. We therefore propose to introduce a learned
global camera token (GCT) that can be directly supervised via the camera po-
sitions used during annotation to help resolve view-dependent prompts.

Finally, we improve the quality of our predicted referred instance mask
through ensembling over multiple views of a single point cloud scene by re-
ducing the epistemic uncertainty. To this end, we develop a two-stage ensemble
algorithm for dense 3D visual grounding that first determines the correct re-
ferred object from all predictions of the individual viewpoints and then refines
the aggregated instance mask.
In summary, our contributions are as follows:

– We present ConcreteNet, a kernel-based 3D visual grounding network that
predicts 3D instance masks as opposed to 3D bounding boxes to aid real-
world applications that require a fine geometric understanding of an object.

– We introduce a bottom-up attentive fusion module (BAF) to disambiguate
inter-instance relational referrals through spherical neighborhood masking.

– We construct a contrastive learning scheme to induce further separation in
the latent representation to aid repetitive instance grounding.

– We learn a global camera token (GCT) to resolve view-dependent prompts.
– We propose multi-view ensembling to improve referred mask quality.

With all four proposed improvements, we rank 1st in the challenging ScanRe-
fer [3] online benchmark.

2 Related Work

3D visual grounding is a prominent 3D task in the area of vision and language
and constitutes the 3D version of the more extensively studied task of 2D visual
grounding [18,23,25], which aims to ground a verbal description for an image to
the specific object this description refers to. Respectively, 3D visual grounding
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methods [10, 22, 26] accept a 3D scene in the form of a point cloud as visual
input and need to ground the accompanying description to the referred object
in 3D. Closely related 3D vision-language tasks are 3D dense captioning [4, 6]
and grounding spatial relations (instead of individual objects) in 3D [11].

An early, seminal work in 3D visual grounding [19] employed an MRF
to densely ground lingual descriptions of 3D scenes from the NYU Depth-v2
dataset [30], which reasons jointly about the 3D scene and its description. At-
tention modules were proposed in [41] both for leveraging context in the object
proposal module and for the verbo-visual fusion module. We build our atten-
tive verbo-visual fusion module on top of the one used in [41], but we propose
four novel ways to improve this fusion. In particular, we improve (i) the inter-
nal fusion mechanism by enforcing progressive context aggregation across object
candidates via masked attention, (ii) the supervision of the fusion outputs via
a cross-modal contrastive loss which uniquely attracts the visual embedding of
the referred object to its verbal embedding, (iii) the sensitivity of object em-
beddings to the viewpoint from which the verbal description is generated by
including a dedicated, learned global camera token in our attentive fusion and
finally (iv) the referred mask predictions by lowering the epistemic uncertainty
through multi-view ensembling.

Previous 3D grounding works have explored local attention [5] and viewpoint
dependency [15,28], similarly to us. 3DVG-T [41] utilizes relative Euclidean dis-
tance for relational encoding. While this helps capture object-to-object inter-
actions, the model still relies on global attention for information routing. Ex-
tending 3DVG-T, 3DJCG [2] introduces an additional spatial distance matrix,
computed from the centers of the initial object proposals. While this matrix acts
as a relation encoder on the attention maps, the model still relies on a global at-
tention scheme where all object tokens can exchange information. By contrast,
we induce hard locality through spherically masked attention in a bottom-up
manner. Rendering attention local, i.e., only allowing object-to-object message
passing between neighbors, helps the model better disambiguate inter-object re-
lations and improve the 3DG performance for the multiple cases. Chen et al . [5]
provide language embeddings of multiple granularities as inputs to verbo-visual
fusion, which includes a module implementing local attention via partitioning
the 3D volume of the scene into coarse voxels and restricting attention across
different visual embeddings within each voxel. By contrast, our attentive fu-
sion implements locality in an isotropic fashion, using spherical attention masks
centered at the centroid of the respective object. MVT [15] addresses the in-
sensitivity of vision-based object embeddings to the description viewpoint in a
data-driven fashion by applying rotation augmentations to the input 3D scene.
Instead of proliferating the already sizable 3D inputs of the grounding model, we
inject viewpoint sensitivity in our verbo-visual attentive fusion by including an
additional, camera viewpoint token in the visual tokens of our attention, which
induces a comparatively negligible computational overhead. The empirical find-
ings of [28] support the positive effect of even approximate viewpoint information
on referral-based 3D object identification accuracy on Nr3D scenes with view-
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dependent descriptions. This information is provided in [28] by canonicalizing
the yaw of the scenes with respect to their descriptions. We instead learn the
viewpoints of ScanRefer data from exact annotations as part of our verbo-visual
fusion, leveraging the abundant viewpoint-dependent descriptions in these data.
Dense 3D visual grounding or referral-based 3D instance segmentation
presents the additional challenge of precisely segmenting the 3D points belong-
ing to the referred object from points belonging to other objects or to the back-
ground, and it is far less explored than standard 3D detection-level ground-
ing. In Huang et al . [14], verbo-visual fusion between instance embeddings and
word embeddings is performed with a graph neural network. The attention-based
verbo-visual fusion of [38] only accepts the global sentence embedding as input,
which does not allow the instance embeddings to attend to individual words that
may carry more specific information about geometry and appearance. Semantic
instance-specific features produced in [38] in the process of extracting the candi-
date instances are discarded in the subsequent extraction of instance embeddings
for grounding, whereas we learn these semantic features end-to-end, optimizing
them both for the generation of instance embeddings that are discriminative for
grounding and for segmentation accuracy.
Verbo-visual contrast has been shown to provide a strong alternative to tra-
ditional categorical visual supervision for learning discriminative 2D visual rep-
resentations. In particular, CLIP [27] learns a multi-modal, verbo-visual embed-
ding space by contrasting 2D visual embeddings to language embeddings based
on the co-occurrence of respective inputs from the two modalities. Our proposed
contrastive loss for 3D visual grounding also applies verbo-visual contrast be-
tween the embedding of the verbal description and the visual 3D object-level
embeddings, which effectively pushes the embedding of the referred object away
from the embeddings of other objects and thus aids classification. Another work
that leverages verbo-visual contrast in a 3D task is [29], which contrasts learned
3D semantic segmentation features with features from a pre-trained CLIP model
based on the class of the respective 3D and verbal inputs.
Multi-view in 3D visual grounding is leveraged in MVT [15] which aggre-
gates the features from multiple views to reduce dependence on specific views,
and in ViewRefer [12] that also utilizes multi-view text input. Multi3DRefer [40]
generates multi-view 2D images from 3D objects and employs a CLIP image en-
coder to inject rich features into object candidates. Compared to the aforemen-
tioned works, our multi-view ensembling (MVE) directly operates on selected
referred objects rather than each individual predicted object, i.e. acts as late
multi-view aggregation rather than early multi-view fusion. Thus not only does
MVE reduce the epistemic uncertainty within the selection (similar to previous
works) but also within the final mask prediction. In other words, our method
does not fully rely on an initial object proposal to determine the final mask, but
further uses the multi-view information to construct a refined mask.

3 Method
Our architecture comprises three core modules: a visual encoder, a verbal en-
coder and a verbo-visual fusion module. In Sec. 3.1, we introduce the 3D visual
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Fig. 2: Illustration of our ConcreteNet dense 3D visual grounding pipeline (left). Given
a point cloud and a natural language prompt, we first generate instance candidates
(blue) and word embeddings (pink). We then fuse these to densely ground the verbal
description to the 3D scene. We improve performance by localizing attention via a
bottom-up attentive fusion module (right), utilizing contrastive learning to promote
better feature separability, and learning the camera position to disambiguate view-
dependent descriptions. Our final prediction is generated by merging the token of the
best-fitting instance with its predicted mask.

backbone which generates 3D instance candidates along with the ensuing masks.
In Sec. 3.2, we outline how we encode the language queries into high-dimensional
word embeddings, and in Sec. 3.3, we present our verbo-visual fusion module for
grounding a description in 3D space by fusing the word embeddings and instance
embeddings to predict the referred instance mask. The overall pipeline is seen
in Fig. 2 - left.

3.1 Kernel-Based 3D Instance Segmentation

3D point clouds are large, unordered data structures. Commonly, dense tasks
such as instance segmentation require a dense representation, thus high-level
feature information needs to be captured in relatively high resolution [17, 33].
Following attentive verbo-visual fusion approaches [5, 41], interactions between
language cues and a sizeable number of points result in a considerable amount
of computing and memory requirements. By contrast, kernel-based instance seg-
mentation models condense instance information within a single scene into a
sparse representation in the form of instance-aware kernels [13, 36]. These ker-
nels are then used to scan the whole scene to reconstruct instance masks via dot
product or dynamic convolution. Our kernel-based 3D instance segmentation
pipeline is illustrated in Fig. 2 - blue.

Formally, following recent literature [33], we first extract features f3D ∈
RN×D for all N 3D points using a sparse convolutional UNet backbone [17].
The resulting features are then used to predict an auxiliary semantic prediction
s ∈ RN×C , where C is the number of classes, and the offsets x = p− o ∈ RN×3

from points p to their instance centroids o. We supervise via:

Lsem = H(s, ŝ) and Loff = L1(x, x̂), (1)
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with H and L1 denoting the cross-entropy and L1 losses respectively, and ·̂
denoting ground-truth values. For the offset loss Loff, we ignore points that do
not belong to an associated instance.
Candidate generation. To generate instance candidates from pointwise fea-
tures, we closely follow DKNet [36]. We generate a sharp centroid map h by
concatenating f3D and o and processing the joint information via an MLP and
an ensuing softmax operation. The centroid maps are supervised via geometry-
adaptive Gaussian kernels applied to ground-truth heatmaps:

Lcen =
1∑N

i=1 1(pi)

N∑
i=1

1(pi)

∣∣∣∣∣hi − exp

(
−γ∥xi∥2

b2i

)∣∣∣∣∣ , (2)

with bi denoting the length of the axis-aligned box, γ the temperature hyperpa-
rameter, and 1(pi) an indicator function that returns 1 if and only if pi belongs
to an instance. We then generate candidates from predicted heatmaps via lo-
cal normalized non-maximum suppression (LN-NMS), with duplicate proposals
being aggregated based on their context. The aggregation is supervised via a
ground-truth merging map â:

Lagg = Hb(a, â), (3)

with Hb denoting the binary cross-entropy loss.
An MLP processes f3D to produce pointwise instance features g ∈ RN×L.

The generated candidate masks are then used to average-pool instance features
g across each mask in order to generate the instance embeddings ei ∈ RI×L that
are input to the subsequent verbo-visual fusion module, where I is the number of
candidates. For further details regarding the heatmap generation and proposal
aggregation, we refer the readers to Wu et al . [36].

The resulting total loss to supervise candidate generation is:

Lcan = Lsem + Loff + Lcen + Lagg. (4)

Mask generation. To generate dense instance masks, we first remap each in-
stance candidate onto its respective kernel parameters via an MLP, and following
DyCo3d [13], we generate the final instance masks z ∈ {0, 1}N with the use of
dynamic convolutions. The masks that have ground-truth counterparts (IoU ≥
0.25) can then be supervised via:

Lmask = Hb(z, ẑ) + DICE(z, ẑ), (5)

with DICE denoting the Dice loss.

3.2 Encoding Language Cues

In recent years, NLP has boomed with the success of large pre-trained trans-
former models that perform exceptionally well on a wide range of different
tasks [9, 20, 31]. Such models are trained with large-scale datasets that allow
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them to capture context and intent within natural language prompts. While
most early work in 3D visual grounding employed the more traditional GloVE
embeddings [24] followed by a GRU [3, 5, 41], recent works have switched focus
towards transformer-based verbal encoding strategies [16, 28]. In this work, to
extract the initial word embeddings, we utilize a pre-trained transformer archi-
tecture, namely MPNet [31]. We then project the encoded tokens to L dimensions
via by a single linear layer to form the word embeddings ew ∈ RW×L, with W
denoting the number of tokens. The generated word embeddings are then used
as input for the subsequent verbo-visual fusion module.

3.3 Verbo-visual Fusion

Commonly, 3D visual grounding is achieved through grounding-by-selection,
wherein given a set of visual candidates, a verbal cue is used to select the referred
object [3, 5, 41]. Formally, a fusion module consumes both visual and verbal in-
formation to output a probability distribution over predetermined candidates in
order to determine the likelihood that an object is referred by the description,
the argmax of which is taken as the prediction. While early approaches have
considered a simple MLP to fuse the two modalities [3], recent methods are con-
structed using the popular transformer architecture [5, 41], taking advantage of
the expressibility of the attention mechanism given by:

fl = softmax(qlk
T
l )vl + fl−1, (6)

with the queries q extracted from object features and key-value pairs k and v
interchangeably from object and word features.

The naive approach when tackling 3D visual grounding in a dense setting is
to follow a similar pipeline. Given instance candidates ei (Sec. 3.1) and word em-
beddings ew (Sec. 3.2), a transformer decoder fuses the multi-modal information
and ultimately selects the referred mask. However, while instance segmentation
has shown to perform on par, if not better than 3D object detection for 3D indoor
localization1, dense kernel-based models show limited separability in the latent
space between instances of the same semantic class. When it comes to 3DVG,
this results in a significant performance drop when facing utterances that refer to
repetitive instances, i.e., instances that are not semantically unique in a scene. To
combat this, we propose four modules that (i) aim to disambiguate inter-instance
relational cues, (ii) aid training to induce better separability in the latent repre-
sentation, (iii) infer the sensor position to resolve view-dependent descriptions,
and (iv) ensemble across multiple viewpoints to improve mask quality.
Bottom-up attentive fusion (BAF). Natural language prompts may aim to
localize a repetitive object by establishing its relation to another object (e.g.
“The chair next to the cabinet.”). We observe that due to human nature, as
our attention is limited, verbal relations are often formed between neighboring
instances. However, such localized information routing is difficult to learn for
1 Classifying each point yields a more robust solution compared to the localization of

8 corner points in complete free 3D space.
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global attention schemes. Inspired by the effective windowing in NLP and 2D
applications [7, 39], to explicitly induce this locality condition in our model, we
develop a bottom-up attentive fusion module (BAF) built on a masked self-
attention mechanism. An illustration of BAF can be seen in Fig. 2 - right.

In BAF, the word embeddings first get processed via a vanilla transformer
encoder block for further abstraction. Next, the spatial and contextual informa-
tion between candidate instances are routed via a localized self-attention layer.
Formally, we restate the mechanism of Eq. 6 for the localized self-attention layer:

fl = softmax(Ml + qlk
T
l )vl + fl−1. (7)

The mask takes the value Ml(i, j) when computing the attention vector between
the i’th and j’th instance candidates:

Ml(i, j) =

{
0, if ||oi − oj || < rl

−∞, otherwise
(8)

with rl denoting the radius of the spherical masking set per layer. The spherical
3D masking operation limits the attention to neighboring instances, which helps
when grounding cues contain inter-instance relations.

Via a cross-attention and feed-forward layer, we fuse the instance tokens
with word embeddings. To construct the final instance embeddings, we apply
the transformer decoder block l times, each time with an increasing masking
radius rl (hence bottom-up), and fuse the resulting features across different
layers via an MLP to capture relational cues from different neighborhood scales.
We attach a classification head that maps the language-aware instance tokens
onto confidence scores u ∈ RI . We supervise the selection via cross-entropy:

Lsel = H(u, û), (9)

with û denoting the ground-truth index computed by applying the Hungarian
algorithm on the instance predictions and referred ground-truth mask. The final
dense visual grounding prediction is then obtained via:

z∗ = z(i) | i = argmaxu. (10)

Inducing separation via contrastive learning. With the aim of alleviat-
ing ambiguities between repetitive instance mappings, we propose employing a
verbo-visual contrastive learning scheme to induce better separation between
language embeddings and language-aware instance embeddings in the latent
space. Firstly, we form sentence embeddings by applying masked averaging to
the learned word embeddings (es = ew). In the contrastive loss formulation,
matched sentence embeddings and instance vectors are treated as positive sam-
ples and thus are pulled towards each other, while the pairings with remaining
instances are treated as negative samples and are pushed away from one another.
Formally, this can be expressed as:

Lcon(es, ei) = − log
exp(d(es, ei,k+)/τ)∑
k exp(d(es, ei,k)/τ)

, (11)
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with τ denoting the temperature, es and ei,k referring to the sentence embed-
ding and k’th instance candidate embeddings respectively. d(·) is chosen as the
cosine similarity and k+ denotes the index of the instance that matches the
reference cue. The contrastive loss provides an easy-to-apply, general solution
to aid referral-based localization within the multiple subset, i.e., the subset of
repetitive instance referrals.
Global camera token (GCT). As individuals, we observe the world from our
own personal perspective. It is often this perspective that we tap into to describe
our surroundings, which results in view-dependent references that may become
impossible to decipher or disambiguate in 3D space. To combat, we propose
learning the camera position as an auxiliary task.

We input a learned camera embedding into the bottom-up attentive fusion
module alongside the instance candidates. The camera embedding is treated as
a global token, i.e. all instances regardless of centroid position are allowed to
attend and be attended by the camera token on all layers. Formally, we restate
the masking value from Eq. 8 for the given camera token index ic:

Ml(i, ic) = Ml(ic, i) = 0, ∀ i. (12)

We supervise the output global camera token t with the camera positions that
were used during the annotation process t̂:

L2(t, t̂), (13)

with L2 denoting the L2 loss.
Algorithm 1: MVE
Input: P , D, θ, R, τ

1 for r in R do
2 Pr = rotate(P, r)
3 pred = θ(Pr, D) ∈ {0, 1}N
4 preds.append(pred)

5 energy = pairwise_iou(preds)
6 seed = energy.sum(1).argmax()
7 preds = preds[energy[seed] > τ ]
8 pred = preds.sum(0) >

(num_preds / 2)
Return: pred ∈ {0, 1}N

Multi-view Ensembling (MVE).
Point clouds are irregular data struc-
tures that retain their order given an
affine transformation, e.g. the order of
the points does not change under ro-
tation. This property is commonly ex-
ploited to generate a multi-view rep-
resentation of a given scene while
still retaining point-to-point corre-
spondences [12, 15]. As a final im-
provement, we propose a multi-view
ensembling approach that leverages
this property to improve the quality
of the predicted referred masks.

From a point cloud P , we construct K inputs Pr ∈ RN×6, each rotated with
a different yaw rotation r ∈ R = [0, ..., 2π) ∈ RK . Given a natural language
description D, we predict the dense visual grounding mask for each input pair
(Pr, D) (Alg. 1 L1-4). Due to the variations in the input point cloud under
different yaw rotations, the predicted referred masks may vary in two ways: (i)
the selection might vary, i.e. not all forward passes may generate the instance
mask of the same object (ii) the segmentation results may vary, i.e. even if the
same object is selected, the set of points defining the mask might be different.
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With MVE, we tackle the two issues consecutively by first determining the most
likely target object and only then refining the mask prediction.

In our two-step approach, (Step 1) we start by computing the pairwise IoUs
of all K predictions to form an energy matrix E ∈ [0, 1]K×K (Alg. 1 L5). We
determine the seed mask as the predicted mask that shows the highest IoU to
all other predictions (Alg. 1 L6). (Step 2) Once the seed mask is determined, we
accept masks as valid if they aim to localize the same object, i.e. if the IoU to the
seed mask exceeds a predetermined threshold τ (Alg. 1 L7). In the second step,
we compute the final prediction via pointwise majority voting amongst the valid
predictions (Alg. 1 L8). Our proposed improvement aims to reduce the epistemic
uncertainty within not only the selection process (Step 1 for visual grounding)
but also the mask prediction (Step 2 for instance segmentation).

4 Experiments

We carry out our experiments and extensively ablate our components on the
ScanRefer dataset [3], which provides 51,583 descriptions of 11,046 objects from
800 ScanNet scenes [8]. To remain comparable to the existing literature and fol-
low the evaluation guidelines set by the dataset, we fit an axis-aligned bounding
box onto our predicted instance masks and evaluate our method using these
bounding boxes. We report the accuracy [%] at IoU thresholds of 25% and 50%,
further providing a split between unique and multiple subsets, with unique re-
ferring to instances that have a unique semantic class in a given scene.

In the supplement, we further provide the implementation details along with
the evaluation for referral-based 3D object localization on the Nr3D dataset [1].

4.1 Results

In Tab. 1 we report the performance of our proposed ConcreteNet on the Scan-
Refer val -set as well as the online test-server and compare it to existing methods.
As seen, ConcreteNet significantly outperforms existing work in both unique and
multiple subsets at the more difficult 50% IoU threshold, while also outputting
dense 3D instance masks—as opposed to 3D bounding boxes—to aid higher-level
tasks that require physical interactions and fine geometric detail.

4.2 Ablation Studies

Effects of individual components. In Tab. 2 we showcase an ablation study
where we isolate the effects of our proposed components. Starting with the
reimplementation of 3DVG-T [41] with our 3D instance segmentation back-
bone, we first replace the GloVe+GRU [24] verbal encoder with the more re-
cent transformer-based MPNet [31] for a minor boost to performance across the
board. Next, we introduce the bottom-up attentive fusion module (BAF) and
the contrastive loss Lcon that aim to disambiguate repetitive instance embed-
dings. As expected, we observe a significant boost in the overall accuracy of our
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Table 1: Comparison to state-of-the-art 3D visual grounding methods evaluated on
the ScanRefer val-set as well as its online test server. Reported are the accuracy values
at 25%/50% IoU thresholds, with the main metric being the overall accuracy at 50%
threshold (Acc@50). TTA: test-time augmentation. ConcreteNet not only outperforms
existing work, but also predicts dense 3D masks with the potential of aiding higher-
level tasks that require a finer geometric understanding of an instance.

Unique Multiple Overall
Method Input OutputAcc@25Acc@50Acc@25Acc@50Acc@25Acc@50

va
l-

sp
lit

ScanRefer [3] 3D Box 67.64 46.19 32.06 21.26 38.97 26.10
TGNN [14] 3D Mask 68.61 56.80 29.84 23.18 37.37 29.70
SAT [37] 2D+3D Box 73.21 50.83 37.64 25.16 44.54 30.14
InstanceRefer [38] 3D Mask 77.45 66.83 31.27 24.77 40.23 32.93
3DVG-T [41] 3D Box 77.16 58.47 38.38 28.70 45.90 34.47
MVT [15] 2D+3D Box 77.67 66.45 31.92 25.26 40.80 33.26
3DJCG [2] 3D Box 78.75 61.30 40.13 30.08 47.62 36.14
D3Net [4] 2D+3D Box - 70.35 - 30.05 - 37.82
BUTD-DETR [16] 3D Box - - - - 52.20 39.80
HAM [5] 3D Box 79.24 67.86 41.46 34.03 48.79 40.60
EDA [35] 3D Box 85.76 68.57 49.13 37.64 54.59 42.26
M3DRef-CLIP [40] 3D Box - 77.2 - 36.8 - 44.7
ConcreteNet 3D Mask 86.40 82.05 42.41 38.39 50.61 46.53

te
st

-s
pl

it

ScanRefer [3] 2D+3D Box 68.59 43.53 34.88 20.97 42.44 26.03
TGNN [14] 3D Mask 68.34 58.94 33.12 25.26 41.02 32.81
InstanceRefer [38] 3D Mask 77.82 66.69 34.57 26.88 44.27 35.80
3DVG-T [41] 2D+3D Box 77.33 57.87 43.70 31.02 51.24 37.04
3DJCG [2] 2D+3D Box 76.75 60.59 43.89 31.17 51.26 37.76
D3Net [4] 2D+3D Box 79.23 68.43 39.05 30.74 48.06 39.19
BUTD-DETR [16] 3D Box 78.48 54.99 39.34 24.80 48.11 31.57
HAM [5] 3D Box 77.99 63.73 41.48 33.24 49.67 40.07
M3DRef-CLIP [40] 3D Box 79.80 70.85 46.92 38.07 54.33 45.45
ConcreteNet 3D Mask 86.07 79.23 47.46 40.91 56.12 49.50

model stemming purely from the multiple subset. Finally, we include the global
camera token (GCT), and our multi-view ensembling (MVE) which combined
allow ConcreteNet to reach 46.53% accuracy with the 50% IoU threshold.

We further show qualitative results from the ScanRefer val -set that demon-
strate the effects achieved by our proposed components. As seen in Fig. 3 - left,
while the prompt may be construed as valid for both chairs on the left of the
room, the neighborhood masking introduced via BAF allows ConcreteNet to cor-
rectly identify the referred chair. Furthermore, in Fig. 3 - right, we demonstrate
the necessity of the learned GCT, where under a view-dependent prompt, the
referred sink is accurately segmented.
Segmentation vs. detection for grounding. To illustrate the effects of the
visual backbone change (from detection to segmentation), we conduct an ab-
lation study where we replace the 3D object detection backbones of existing
methods with our kernel-based 3D instance segmentation backbone based on
DKNet [36]. As seen in Tab. 3, dense 3D masks yield more stable results across
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Table 2: Ablation study on each proposed component on the ScanRefer val-set. Start-
ing with 3DVG-T with a 3D instance segmentation backbone, we first replace the word
encoder (NLP BB), then systematically introduce our proposed bottom-up attentive
fusion module (BAF), contrastive loss (Lcon), and finally the learned global camera
token (GCT) and the multi-view ensembling (MVE).

Acc@50
NLP BB BAF Lcon GCT MVE Unique Multiple Overall
GloVe 75.73 27.64 36.60
MPNet 76.64 27.86 36.95
MPNet ✓ 74.49 33.43 41.08
MPNet ✓ ✓ 76.47 34.00 41.91
MPNet ✓ ✓ ✓ 75.62 36.56 43.84
MPNet ✓ ✓ ✓ ✓ 82.05 38.39 46.53
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Ours
3DVG-Transformer
Ground Truth

Fig. 3: Qualitative results from the ScanRefer val-set depicting the dense predictions
of ConcreteNet against the ground truth and 3DVG-Transformer [41] predictions. We
showcase two cases that illustrate the effectiveness of BAF (left) and GCT (right).

the two IoU thresholds, resulting in a better performance for accuracy at 50%
IoU and lower performance at 25%. In the supplementary materials, we also
provide the detailed results for the unique and multiple subsets, where it can
be seen that 3D instance segmentation yields significantly better accuracy for
unique prompts, yet performs much worse in the multiple subset. While 3D in-
stance segmentation has the benefit of robustness in localization, the reduced
performance for the multiple subset shows that its kernel features lack enough
separation in the latent space to effectively disambiguate repetitive instances.
Bottom-up attention masking. We introduce spherical attentive masking
in a bottom-up manner to aid grounding referrals that may be construed as
valid for multiple instances. In Tab. 4 we showcase the necessity of this masking
operation by comparing to a purely global attention strategy. While our bottom-
up method performs on-par when grounding unique instances, as expected we
observe a substantial boost in the multiple subset (+4.13%). Furthermore, in
Tab. 4 we also compare the bottom-up strategy to a top-down approach. Here
we observe that while spherical masking results in improvements in the multiple
subset for both cases, inducing locality at early stages does further help with the
disambiguation (+1.27%).
Learning camera information. In Tab. 5 we show that learning a global cam-
era token results with major improvements across the board. We speculate that
while the major direct benefits of a learned camera token come from the multiple
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Table 3: Comparing a 3D detector vs.
segmenter as the visual backbone.

Overall
Method Output Acc@25 Acc@50

ScanRefer [3] Box 38.97 26.10
Mask 33.18 28.69

3DVG-T [41] Box 45.90 34.47
Mask 42.29 36.60

Table 4: Ablation study on the attentive fu-
sion module comparing global attention with
a masking approach.

Acc@50
Attention Unique Multiple Overall
Global (Baseline) 76.64 27.86 36.95
Top-Down 77.77 32.16 40.66
Bottom-Up (Ours) 74.49 33.43 41.08

Table 5: Comparison of our baseline ConcreteNet (i) without using any camera
information (ii) via a learned a global camera token (GCT) (iii) by using the camera
position as direct input.

Unique Multiple Overall
Camera Acc@25 Acc@50 Acc@25 Acc@50 Acc@25 Acc@50
Without 83.58 76.47 39.05 34.00 47.35 41.91

GCT Learned 82.39 75.62 41.24 36.56 48.91 43.84
Input 88.15 79.80 51.42 44.62 58.27 51.18

subset, the reduced ambiguity in view-dependent prompts further reduces the
overall dataset noise, allowing better use of available capacity, which also benefits
the unique cases. This is further seen when instead of a learned GCT, we directly
input encoded camera information. As seen in Tab. 5, directly inputting camera
information yields an unprecedented improvement over the baseline method with
accuracy at 50% IoU reaching 51.18%2. While we showcase the potential benefits
of such input information, its realization in a learned setting is not trivial due
to the ill-posed nature of determining camera positions from an unlabeled and
noisy dataset, as most prompts may not contain any view-dependent clues or
those that do might yield a wide range of feasible solutions.

5 Conclusion

In this work, we tackle the problem of dense 3D visual grounding, i.e. referral-
based 3D instance segmentation. We establish a baseline kernel-based dense 3D
grounding approach and tackle its arisen weaknesses by proposing four stan-
dalone improvements. We introduce a bottom-up attentive fusion module to lo-
calize inter-instance relational cues, construct a contrastive loss to induce latent
space separation, learn a global camera token to disambiguate view-dependent
utterances, and finally ensemble multiple viewpoints to refine the referred pre-
diction. Combining these four modules, our proposed ConcreteNet sets the new
state of the art on the popular ScanRefer online benchmark.

Limitations: We discuss the limitations of ConcreteNet in the supplement.

Acknowledgments: This work is funded by Toyota Motor Europe via the re-
search project TRACE-Zürich.
2 We believe that input camera positions are a reasonable assumption in indoor robotic

applications and hope that this performance potential will motivate future research.



Four Ways to Improve Verbo-visual Fusion for Dense 3D Visual Grounding 15

References

1. Achlioptas, P., Abdelreheem, A., Xia, F., Elhoseiny, M., Guibas, L.: ReferIt3D:
Neural listeners for fine-grained 3D object identification in real-world scenes. In:
ECCV (2020)

2. Cai, D., Zhao, L., Zhang, J., Sheng, L., Xu, D.: 3DJCG: A unified framework for
joint dense captioning and visual grounding on 3D point clouds. In: CVPR (2022)

3. Chen, D.Z., Chang, A.X., Nießner, M.: ScanRefer: 3D object localization in RGB-D
scans using natural language. In: ECCV (2020)

4. Chen, D.Z., Wu, Q., Nießner, M., Chang, A.X.: D3Net: a speaker-listener architec-
ture for semi-supervised dense captioning and visual grounding in RGB-D scans.
In: ECCV (2022)

5. Chen, J., Luo, W., Wei, X., Ma, L., Zhang, W.: HAM: Hierarchical attention model
with high performance for 3D visual grounding. arXiv preprint arXiv:2210.12513
(2022)

6. Chen, Z., Gholami, A., Nießner, M., Chang, A.X.: Scan2cap: Context-aware dense
captioning in rgb-d scans. In: CVPR (2021)

7. Cheng, B., Misra, I., Schwing, A.G., Kirillov, A., Girdhar, R.: Masked-attention
mask transformer for universal image segmentation. In: CVPR (2022)

8. Dai, A., Chang, A.X., Savva, M., Halber, M., Funkhouser, T., Nießner, M.: Scan-
Net: Richly-annotated 3D reconstructions of indoor scenes. In: ICCV (2017)

9. Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: Bert: Pre-training of deep bidirec-
tional transformers for language understanding. arXiv preprint arXiv:1810.04805
(2018)

10. Feng, M., Li, Z., Li, Q., Zhang, L., Zhang, X., Zhu, G., Zhang, H., Wang, Y., Mian,
A.: Free-form description guided 3D visual graph network for object grounding in
point cloud. In: ICCV (2021)

11. Goyal, A., Yang, K., Yang, D., Deng, J.: Rel3D: A minimally contrastive bench-
mark for grounding spatial relations in 3D. In: NIPS (2020)

12. Guo, Z., Tang, Y., Zhang, R., Wang, D., Wang, Z., Zhao, B., Li, X.: Viewrefer:
Grasp the multi-view knowledge for 3d visual grounding. In: Proceedings of the
IEEE/CVF International Conference on Computer Vision. pp. 15372–15383 (2023)

13. He, T., Shen, C., Van Den Hengel, A.: Dyco3d: Robust instance segmentation of
3d point clouds through dynamic convolution. In: CVPR (2021)

14. Huang, P.H., Lee, H.H., Chen, H.T., Liu, T.L.: Text-guided graph neural networks
for referring 3D instance segmentation. In: AAAI (2021)

15. Huang, S., Chen, Y., Jia, J., Wang, L.: Multi-view transformer for 3D visual
grounding. In: CVPR (2022)

16. Jain, A., Gkanatsios, N., Mediratta, I., Fragkiadaki, K.: Bottom up top down
detection transformers for language grounding in images and point clouds. In:
ECCV (2022)

17. Jiang, L., Zhao, H., Shi, S., Liu, S., Fu, C.W., Jia, J.: Pointgroup: Dual-set point
grouping for 3d instance segmentation. In: CVPR (2020)

18. Kazemzadeh, S., Ordonez, V., Matten, M., Berg, T.: Referitgame: Referring to
objects in photographs of natural scenes. In: EMNLP (2014)

19. Kong, C., Lin, D., Bansal, M., Urtasun, R., Fidler, S.: What are you talking about?
text-to-image coreference. In: ICCV (2014)

20. Liu, Y., Ott, M., Goyal, N., Du, J., Joshi, M., Chen, D., Levy, O., Lewis, M.,
Zettlemoyer, L., Stoyanov, V.: Roberta: A robustly optimized bert pretraining
approach. arXiv preprint arXiv:1907.11692 (2019)



16 O. Unal et al.

21. Loshchilov, I., Hutter, F.: Decoupled weight decay regularization. arXiv preprint
arXiv:1711.05101 (2017)

22. Luo, J., Fu, J., Kong, X., Gao, C., Ren, H., Shen, H., Xia, H., Liu, S.: 3D-SPS:
Single-stage 3D visual grounding via referred point progressive selection. In: CVPR
(2022)

23. Mao, J., Huang, J., Toshev, A., Camburu, O., Yuille, A.L., Murphy, K.: Generation
and comprehension of unambiguous object descriptions. In: ICCV (2016)

24. Pennington, J., Socher, R., Manning, C.D.: Glove: Global vectors for word repre-
sentation. In: EMNLP (2014)

25. Plummer, B.A., Wang, L., Cervantes, C.M., Caicedo, J.C., Hockenmaier, J., Lazeb-
nik, S.: Flickr30k entities: Collecting region-to-phrase correspondences for richer
image-to-sentence models. In: ICCV (2015)

26. Prabhudesai, M., Tung, H.Y.F., Javed, S.A., Sieb, M., Harley, A.W., Fragkiadaki,
K.: Embodied language grounding with 3D visual feature representations. In:
CVPR (2020)

27. Radford, A., Kim, J.W., Hallacy, C., Ramesh, A., Goh, G., Agarwal, S., Sastry, G.,
Askell, A., Mishkin, P., Clark, J., Krueger, G., Sutskever, I.: Learning transferable
visual models from natural language supervision. In: ICML (2021)

28. Roh, J., Desingh, K., Farhadi, A., Fox, D.: LanguageRefer: Spatial-language model
for 3D visual grounding. In: CoRL (2022)

29. Rozenberszki, D., Litany, O., Dai, A.: Language-grounded indoor 3D semantic
segmentation in the wild. In: ECCV (2022)

30. Silberman, N., Hoiem, D., Kohli, P., Fergus, R.: Indoor segmentation and support
inference from rgbd images. In: ECCV (2012)

31. Song, K., Tan, X., Qin, T., Lu, J., Liu, T.Y.: Mpnet: Masked and permuted pre-
training for language understanding. NIPS (2020)

32. Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., Kaiser,
Ł., Polosukhin, I.: Attention is all you need. NIPS (2017)

33. Vu, T., Kim, K., Luu, T.M., Nguyen, X.T., Yoo, C.D.: Softgroup for 3d instance
segmentation on 3d point clouds. In: CVPR (2022)

34. Wolf, T., Debut, L., Sanh, V., Chaumond, J., Delangue, C., Moi, A., Cistac, P.,
Rault, T., Louf, R., Funtowicz, M., et al.: Transformers: State-of-the-art natural
language processing. In: EMNLP (2020)

35. Wu, Y., Cheng, X., Zhang, R., Cheng, Z., Zhang, J.: Eda: Explicit text-decoupling
and dense alignment for 3d visual grounding. In: Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition. pp. 19231–19242 (2023)

36. Wu, Y., Shi, M., Du, S., Lu, H., Cao, Z., Zhong, W.: 3D instances as 1D kernels.
In: ECCV (2022)

37. Yang, Z., Zhang, S., Wang, L., Luo, J.: SAT: 2D semantics assisted training for 3D
visual grounding. In: ICCV (2021)

38. Yuan, Z., Yan, X., Liao, Y., Zhang, R., Wang, S., Li, Z., Cui, S.: InstanceRefer:
Cooperative holistic understanding for visual grounding on point clouds through
instance multi-level contextual referring. In: ICCV (2021)

39. Zhang, P., Dai, X., Yang, J., Xiao, B., Yuan, L., Zhang, L., Gao, J.: Multi-scale
vision Longformer: A new vision transformer for high-resolution image encoding.
In: ICCV (2021)

40. Zhang, Y., Gong, Z., Chang, A.X.: Multi3drefer: Grounding text description to
multiple 3d objects. In: Proceedings of the IEEE/CVF International Conference
on Computer Vision. pp. 15225–15236 (2023)

41. Zhao, L., Cai, D., Sheng, L., Xu, D.: 3DVG-Transformer: Relation modeling for
visual grounding on point clouds. In: ICCV (2021)



Four Ways to Improve Verbo-visual Fusion for Dense 3D Visual Grounding 17

Table 6: Extension of Tab. 3: We replace the 3D object detector (outputs bounding
box) of established 3D visual grounding models with our 3D instance segmentation
backbone (outputs mask) to showcase the performance implications.

Unique Multiple Overall
Method Output Acc@25 Acc@50 Acc@25 Acc@50 Acc@25 Acc@50

ScanRefer Box 67.64 46.19 32.06 21.26 38.97 26.10
Mask 70.49 63.26 24.64 20.77 33.18 28.69

3DVG-T Box 77.16 58.47 38.38 28.70 45.90 34.37
Mask 82.34 75.73 33.12 27.64 42.29 36.60

Table 7: Comparison of SOTA on Nr3D evaluated on referral-based 3D object local-
ization a la ScanRefer.

Method SRefer [3] 3DVG-T [41] D3Net [4] HAM [5] Ours
Acc@50 12.17 14.22 25.23 27.11 33.66

A Implementation Details

The visual inputs are formed via the concatenation of 3D coordinates and RGB
color channels. For the 3D Unet backbone we use a voxel size of 2cm following
set convention [17,33,36]. For the natural language encoding, we use the MPNet
tokenizer and pre-trained model [31,34]. Following Zhao et al . [41], we randomly
mask the referred object nouns with a probability of 0.5 before the extraction of
word embeddings in order to reduce overfitting and entice learning context to aid
localization. We remap the output of MPNet onto a d = 128 dimensional vector
using a single linear layer. BAF is built using a vanilla transformer encoder
(2-layer) for the language encoding and a decoder (6-layer) for the attentive
fusion [32]. After every other decoder layer, we increase the radius of the masking
sphere rl from [1.0m, 2.5m, ∞], with 2.5m giving the approximate average inter-
instance distance and ∞ providing global attention in the final two layers. We
set γ = 25 following DKNet [36], and τ = 0.3. We empirically choose K = 5
and τ = 0.9 for MVE. We use a batch size of 4, with each sample consisting of a
single scene and up to 32 utterances. We train for 400 epochs using the AdamW
optimizer [21] with a learning rate of 3 · 10−4 using a single Nvidia RTX 3090.

B Segmentation vs. Detection for Grounding

In Tab. 6 we provide an extended analysis of the visual backbone change for 3D
grounding (main paper Tab. 3).

C NR3D

While ScanRefer tackles referral-based object localization, Nr3D [1] is built on
referral-based identification. This means that in Nr3D, the ground-truth bound-
ing boxes/instance masks are assumed to be given as input. We instead tackle
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Table 8: Evaluating 3D dense visual grounding on the ScanRefer val-set, where the
IoU is determined based on not the bounding boxes but the instance masks. Shown
are the overall Acc@25/50.

Baseline +BAF +Lcon +GCT +MVE
44.2 / 39.1 46.9 / 43.3 49.2 / 44.9 50.7 / 46.8 51.4 / 48.6

Table 9: Ablation study on GCT reporting Acc@50.

Method Unique Multiple Overall
GCT (proposed) 75.62 36.56 43.84
GCT (with pose) 76.35 35.21 42.88

the more challenging task of end-to-end referral-based object localization. Even
though our method is not directly applicable to the Nr3D benchmark, the dataset
can still be used to evaluate our method for our task of interest.

As seen in Tab. 7, ConcreteNet significantly outperforms existing methods
on Nr3D by +6.55% overall accuracy at 50% threshold, despite not being able
to utilize the global camera token due to a lack of available camera information.

D Evaluating 3D Dense Visual Grounding

In Tab. 8 we repeat the component-wise ablation study (see Tab. 2 of the main
paper), but with the IoU computed on the instance masks rather than the axis-
aligned bounding boxes. Here we again observe that each component significantly
improves the dense 3D grounding performance as well.

Specifically, we see an improvement of +4.2%, +1.6%, +1.9% and +1.8%
in accuracy at the 50% threshold when one-by-one introducing the bottom-up
attentive fusion module (BAF), the contrastive loss (Lcon), the global camera
token (GCT) and the multi-view ensembling (MVE) respectively.

E Camera Rotation in GCT

We have only include camera position in GCT as it is sufficient for disambiguat-
ing view-dependent prompts (e.g. left, right relations). Tab. 9 shows a further
comparison that extends GCT to include yaw and pitch. We supervise the unit
look-at direction vector via a cosine similarity loss to the ground truth. This ad-
dition of rotational information slightly hurts the overall performance, especially
for multiple cases. We hypothesize that adding these uninformative (as justified
above) rotational dimensions to the GCT target merely increases problem com-
plexity and does not help disambiguation.

F Additional Qualitative Results

In Fig. 4 further qualitative results from the ScanRefer val -set can be seen that
demonstrate the benefits of the global camera token (GCT).
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Fig. 4: Additional qualitative result from the ScanRefer val-set showing the benefits
of a learned global camera token.
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Fig. 5: Failure case from the ScanRefer val-set. While the predictions from both Con-
creteNet and 3DVG-Transformer do not match the ground truth, given the symmetric
nature of the scene along with the vagueness of the description, it can be seen that the
cue does match both predictions and the ground truth.

Additionally, in Fig. 5 we show a common failure case where, while the model
predictions do not match the ground-truth object, the natural language descrip-
tion still fits the output.

G Analysing the Semantic Class Accuracy of the Model
Predictions

An analysis of the predicted instance semantics can be found in Tab. 10. Specifi-
cally, we extract the semantic label of the predicted referral-based instance mask
from the ground-truth semantic labels. We then report the accuracy when com-
paring the predicted semantic class to the ground-truth counterpart. It can be
seen that with ∼ 86% accuracy, ConcreteNet is able to correctly identify the
semantic class of the referred object instance in most cases. Furthermore, from
the marginal gap between the unique semantic class accuracy and the unique ac-
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Table 10: Further analysis on the semantic class of the predicted instance without the
inclusion of MVE. We extract the semantic class of the predicted mask and measure
the accuracy compared to the semantic class of the target object instance.

Unique Multiple Overall
85.33 86.22 86.05

curacy at 25% IoU (Learned GCT on Tab. 5 of the main paper), the effectiveness
and robustness of the 3D visual backbone can be inferred.

H Limitations and Discussion

In this section, we dive into the limitations of our work and discuss possible
remedies and counterpoints.
Global Camera Token: To employ a learned global camera token (GCT),
ConcreteNet requires ground-truth camera information to be provided. As this
can be trivially collected during a standard data annotation pipeline, we hope
that the presented benefits of GCT aid in conveying the necessity of such ad-
ditions in future 3D visual grounding datasets. Nevertheless, as seen in Tab. 7,
our method continues to show state-of-the-art performance when trained and
evaluated without the inclusion of GCT on datasets that lack such information.
Multi-view Ensembling: Exploiting multi-view representation for 3D visual
grounding has been studied before. As mentioned in the main manuscript,
MVT [15], ViewRefer [12] and Multi3DRefer [40] aggregate 3D, textual or 2D
features from multiple views to reduce dependence on a specific viewpoint. Thus,
each of the aforementioned works requires multiple forward passes of their re-
spective encoder to extract multi-view features, resulting in a trade-off of per-
formance versus run-time efficiency. Compared to the aforementioned works,
our multi-view ensembling (MVE) directly operates on selected referred objects
rather than each individual predicted object. This means that not only does
MVE require multiple forward passes of the 3D encoder but also the decoder to
extract mask information. While this is a notable limitation of the module, we
would like to provide further advantages and counterpoints that emerge from
such a limitation:

1. The parallelization of multi-forward pass methods for real-world applications
is accomplished by constructing multiple copies of a single model. Essen-
tially this maps the trade-off of performance versus run-time efficiency to
that of memory efficiency. Given that the majority of the model’s complex-
ity stems from the encoder, the additional decoder forward passes required
by MVE compared to existing approaches only incur minimal additional
memory costs.

2. Previous methods propose decoders specifically designed to handle multi-
view features to tackle 3D visual grounding, while MVE only operates on
the outputs of a single model. Thus MVE is a more flexible contribution
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as it can be utilized with any dense 3D visual grounding model, under the
assumption that the model employs a grounding-by-selection approach.
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